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Abstract

This paper presents the modification of the AHP method, which takes into account the degree of suspense of decision maker, that is it allows that decision maker, with a certain degree of conviction (which is usually less than 100%), defines which linguistic expression corresponds to optimality criteria comparison. To determine the criteria weights and alternative values, fuzzy numbers are used since they are very suitable for the expression of vagueness and uncertainty. In this way, after applying the AHP method, we obtained values of criterion functions for each of the examined alternatives, which corresponds to the value determined by the degree of conviction. This provides that for different values of the degree of conviction can be made generation of different sets of criterion functions values. The set model was tested on choosing directions of action of the Group for additional hindering, as a procedure which is often accompanied by greater or lesser degree of uncertainty of criteria that are necessary in relevant decision making.
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1. INTRODUCTION

Making complex decisions must be viewed as a complex process. It takes place at several levels and generally has a variable schedule depending on the overall scenario, that is decision-making environment. For example, at the creative level, professional skills and psychological background of decision makers are very important. At the executive level essential are willingness to reflect, ability of consistent reasoning and level of operational capability of a person to make decisions based on their own intuition.
At the level of responsibility it is very important the level of awareness of decision makers that decision making process is a responsible act, as well as that the decision making process and decisions rising from it contain morality and understanding of consequences of decisions implementation.

In addition, it should be emphasized that the decision making is psychologically complex and laborious process. It usually contains a multitude of interrelated and mutually dependent factors whose impact is not simple to identify accurately (consistently) and link in the whole of the outcome (decision). In this regard, many authors of scientific papers, and practitioners (the actual decision makers), indicate that optimal decisions are not usually made based on personal reflection or intuition. This increasingly points the necessity of using scientifically based methods in decision making process.

Since the theory of fuzzy sets (Zadeh, 1965) was proposed in 1965, it has been used for handling fuzzy decision-making problems (Chen, 2000; Hong & Choi, 2014; Jae & Moon, 2002; Fan & Liu, 2015). Kickert (1978) has discussed the field of fuzzy multi-criteria decision-making. Zimmermann (1987) illustrated a fuzzy set approach to multi-objective decision-making, and he has compared some approaches to solve multi-attribute decision-making problems based on fuzzy set theory. Yager (1978) presented a fuzzy multi-attribute decision-making method that uses crisp weights. Yager (1988) introduced an ordered weighted aggregation operator and investigated its properties. Laarhoven and Pedrycz (2003) presented a method for multi-attribute decision making using fuzzy numbers as weights.

Vague sets, which Gau and Buehrer (2013) presented, are a generalized form of fuzzy sets. These sets were used by Chen and Tan (2014). They presented some new techniques for handling multi-criteria fuzzy decision-making problems based on vague set theory, where the characteristics of the alternatives are represented by vague sets. The proposed techniques used a score function, S, to evaluate the degree of suitability to which an alternative satisfies the decision-maker’s requirement. Recently, Hong and Choi (2014) proposed an accuracy function, H, to measure the degree of accuracy in the grades of membership of each alternative, with respect to a set of criteria represented by vague values. However, in some cases, these functions do not give sufficient information about alternatives.

Chen and Tan (2014), Hong and Choi (2014), Liu and Wang (2007) and Ye (2010, 2014) presented some new techniques for handling fuzzy multi-criteria decision-making problems based on vague set theory or intuitionistic fuzzy sets, where the characteristics of the alternatives are represented by vague sets or intuitionistic fuzzy sets and the criteria weights are given by fuzzy numbers. However, intuitionistic fuzzy sets is the same as fuzzy sets, the domains of which are discrete sets, intuitionistic fuzzy sets are used to indicate the extent to which the criterion does or does not belong to some fuzzy concepts. The notion of a fuzzy number and the operation on fuzzy numbers were introduced by Dubois and Prade (1978, 1987). Nehi and Maleki (2005) proposed Intuitionistic trapezoidal fuzzy numbers and some operators for them, which are the extending of intuitionistic triangular fuzzy numbers. Intuitionistic triangular fuzzy numbers and intuitionistic trapezoidal fuzzy numbers are
the extending of intuitionistic fuzzy sets in another way, which extends discrete set to continuous set, and they are the extending of fuzzy numbers.

Furthermore, the expected value method is also applied to ranking. Heilpern (1992) proposed the expected value of a fuzzy number. Then Grzegorzewski (2013) proposed the expected value and ordering method for intuitionistic fuzzy numbers by using the expected interval of intuitionistic fuzzy numbers. Also Wang and Zhang (2014) defined some aggregation operators, including intuitionistic trapezoidal fuzzy weighted arithmetic averaging operator and weighted geometric averaging operator, and proposed an intuitionistic trapezoidal fuzzy multi-criteria decision-making method with known weights based on expected values, score function, and accuracy function of intuitionistic trapezoidal fuzzy numbers.

Fuzzy multi-criteria evaluation methods are used widely in fields such as information project selection, material selection and many other areas of management decision problems (Chen, 2000; Chen & Tzeng, 2014; Yeh & Deng, 2014) and strategy selection problems (Chiadamrong, 2013; Ding & Liang, 2015).

Li (1999) proposed a simple and efficient fuzzy model for dealing multi-judges and multi-criteria decision making problems in fuzzy environment and suggested a level weighted fuzzy relation for comparing or ranking sets. This method can avoid an immediately defuzzified process when it can provide a precise solution. In addition, the technique of ideal and anti-ideal points is used easily to find the best alternative, considering that the chosen alternative should simultaneously have the shortest distance from the positive ideal point and the longest distance from the negative ideal point (Anagnostopoulos et al., 2008; Chen & Tzeng, 2014; Kuo et al., 2007). The ideal point is composed of all best criteria available and the anti-ideal point is composed of all worst criteria attainable. Several extensions of TOPSIS have been made to incorporate fuzzy numbers in the process. Chen (2000), in order to solve a group decision-making problem, measured the distance between two trapezoidal fuzzy numbers by a vertex method resulting in a crisp distance value and used the ideal and anti-ideal solutions to define a crisp overall score for each alternative.

Chang and Yeh (2012) as well as Xu et al. (2010) proposed a multi-criteria method based on the similarity of each alternative to the ideal and anti-ideal solutions and they used fuzzy similarity measure instead of distances. Kuo et al. (2007) proposed a method combining the efficient fuzzy model (Li, 1999) and the principles of TOPSIS to solve multi-criteria in a fuzzy environment. This method results in fuzzy distance values which are compared by a fuzzy ranking method. Further, grey relations and pairwise comparison, to obtain preference relations and ranking order of the alternatives, are combined to create a fuzzy method by Kuo et al. (2007).

The technique often used in the field of multi-criteria decision making is the Analytic Hierarchy Process (Saaty, 1980). It is based on the decomposition of a complex problem into a hierarchy, with the goal at the top, and criteria, sub criteria and alternatives at the levels and sub-levels of hierarchy. The decision maker makes comparison of elements in pairs at each level of hierarchy in relation to the elements at a higher level by using some of the preferred scales, usually so-called Saaty's scales. The end result are the vectors of relative importance (priorities).
of alternatives in relation to the goal.

Analytic Hierarchy Process (AHP) is a method of scientific analysis of scenario and decision making using consistent valuation of hierarchies. AHP has been applied in various fields of strategic management and resource allocation, where decisions have far-reaching importance and where the decision makers need quality and reliable advice during alternatives consideration and determination of their effects in relation to the set objectives. The scientific capacity of AHP is proved by a number of dissertations at prestigious international universities and many research papers at scientific conferences and journals (Saaty, 1996; Ray & Triantaphyllou, 1999; Raju & Pillai, 1999; Arslan & Khisty, 2006; Boender et al., 1989; Chang, 1981; Chen, 1997; Zhu et al., 1999; Devetak & Terzić, 2011).

AHP method has been intensively used in decision-making processes in a military environment, especially in decision-making in combat operations. The application of AHP methods in support of decision making for choosing courses of action of the Group for additional hindering (GAH), will be shown through this work.

GAH is a temporary engineering structure that is generally organized in defense operations with the basic task to hinder directions of sudden invasion of opponents (especially their armored and mechanized units). They act independently or with other elements of the antiaired combat in the directions (usually additional) where there are not organized positions for antiarmor combat, in the interstices, on the exposed sides, in the direction of stronger expansion of air-raids and similar (Military Lexicon, 1981). It is equipped with a number of antitank mines, minelayer, and depending on need it is assigned other light antitank means, means of transport and mines and explosive means (Military Lexicon, 1981). One GAH is generally determined with the starting point, one of two lines of action, and in every direction of action two or three lines of hindering (Military Lexicon, 1981). The Starting point and lines of hindering are primarily conditioned by the defined directions of action of this group. In essence, defining lines of action of the GAH is the basis for assigning specific tasks for it.

In order to have GAH properly used and to achieve maximum performance it is necessary that the person who decides, makes the selection of GAH direction of action on which it will be most effectively used. Usually, in practice, a number of offered directions are imposed, and the person who decides chooses one or two.

2. METHODOLOGY

2.1. Fuzzy logic

Fuzzy sets were introduced with the basic goal that the uncertainty in linguistics is represented and modeled in a mathematically formalized way, and sets defined this way can be perceived as a generalization of classical set theory. The basic idea of fuzzy sets is very simple. In the classical (non-fuzzy) sets an element (a member of the universal set), either belongs or does not belong to defined set. In this sense, fuzzy set is a generalization of classical set as the membership of an element can be characterized by a number from interval [0,1]. In other words, the membership function of fuzzy set maps each element of the universal set in this interval of real numbers. One of the biggest differences between classical and fuzzy sets is in the fact.
that classical sets always have a unique membership function, while for the fuzzy set there is an infinite number of different membership functions which can describe it. This fact allows fuzzy systems to adapt appropriately to situations where applicable. This fact was pointed by Lotfi Zadeh (1965) who defined fuzzy sets, with a special note that each area can be fuzzicated and therefore it can generalize until then conventional classical approach to the sets theory.

**The concept of fuzzy number**

In determining time required to perform tasks in the Serbian Armed Forces' units very often it can be heard estimation that a task can be done for "about a couple of minutes." This means that, for example, "about three minutes" is the nearest integer which in best way expresses the approximate value of the time necessary to perform the task.

The statement that the time required to perform the task is three minutes we will interpret equally in any situation. However, when we say that the time required to perform an activity is nearly three minutes we can ask ourselves: "How close?", "What is the maximum error?", and sometimes it is a sufficient information to us. If we say that the time required to perform activity is "about three", on the one hand it might be sufficient information to us, and on the other hand it may only increase the confusion.

Similar descriptions of situations one successfully uses in decision making process, and fuzzy logic allows us to use such, seemingly imprecise, information in many scientific fields. Figure 1 illustrates this idea, that is to apply, instead of precise and rigorous descriptions of complex phenomena, the opposite approach and allow them to be inaccurate (Pamučar, 2010).

**The term of fuzzy set**

The classical discrete set is a set of elements with the same properties. Each element of a discrete set belongs to it 100%, or on a scale of zero to one, we can say that each element of a discrete set belongs to that set with the degree of 1. Of course, the discrete element may not be the part of the set, then we can say that it belongs to the set with the degree of 0.

Fuzzy set is an extension and generalisation of the classical discrete set (Jantzen, 1998). It represents a set of elements with similar properties. The degree of element membership in a fuzzy set can be any real number from the interval.

Definition (Teodorović & Kikuchi, 1994): Fuzzy set $A$ on the non-empty set $U$ is called the ordered pair $(\mu_A(x), x)$, where $\mu_A(x)$ is the degree of membership of element $x \in U$ in fuzzy set $A$. The degree of membership is a number from the interval $[0,1]$. The membership degree bigger, the element of the universal set $U$ correspond to a greater

---

![Figure 1. Fuzzy number](image-url)
extent to the characteristics of a fuzzy set.

Formally, the fuzzy set \( A \) is defined as a set of ordered pairs

\[
A = \{(x, \mu_A(x)) | x \in X, 0 \leq \mu_A(x) \leq 1\} \tag{1}
\]

If we define the reference set \( V = \{o, p, r, s, t\} \), a fuzzy set could look like this \( B = \{(0.3, o), (0.1, p), (0, r), (0, s), (0.9, t)\} \). This means that the element \( o \) belongs to the set \( B \) with degree 0.3, \( p \) with degree 0.1, \( t \) with degree 0.9, and \( r \) and \( s \) do not belong to the set \( B \) (Pamučar, 2010).

Membership functions

Each fuzzy set can be represented by its membership function. If the reference set is discrete, membership function is a set of discrete values from the interval \([0,1]\), as in the previous example. If the reference set is continuous, it can be expressed analytically by using membership function.

The most commonly used forms of membership functions are (Pamučar et al., 2011a):

- Triangular functions, Figure 2c,
- Trapezoidal functions, Figure 2a,
- Gaussian curve, Figure 2d, and
- Bell curve Figure 2b.

In the figure 2, the ordinate represents the degree of membership. The fuzzy variable \( x \) is shown on the abscissa.

Mathematical expressions describing the membership functions shown in Figure 2. have the following form:

\[
\mu_c(x) = \begin{cases} 
0, & 0 < x < a \\
\frac{(x-a)}{(c-a)}, & a \leq x \leq c \\
\frac{(e-x)}{(e-c)}, & c \leq x \leq e \\
0, & x > e 
\end{cases} \tag{2}
\]

\[
\mu_a(x) = \begin{cases} 
0, & 0 < x < a \\
\frac{(x-a)}{(b-a)}, & a \leq x \leq b \\
1, & b \leq x \leq d \\
\frac{(e-x)}{(e-c)}, & d \leq x \leq e \\
0, & x > e 
\end{cases} \tag{3}
\]

\[
\mu_d(x) = e^{-\frac{1}{\tau} \frac{(x-c)^2}{2}} \tag{4}
\]

Figure 2. The most commonly used forms of membership functions
Most tools for designing fuzzy systems allow the user to define different random membership functions (Pamučar, 2010).

**Universe of discourse**

The elements of fuzzy sets are taken from the universe of discourse. The universe of discourse contains all the elements that can be taken into consideration. It means that fuzzy variable can take values only from the universe of discourse.

Clarifying the concept of universe of discourse will be observed through the variable *time required to perform the task*. In terms of time required to perform the task there is a high degree of uncertainty, but we are assured that this time will not be longer than \( t_2 \) or less than \( t_1 \). In other words, we are assured that time belongs to the closed interval \([t_1, t_2]\). This closed interval is called the universe of discourse and it is symbolically marked as \( T = [t_1, t_2] \), Figure 3.

Determination of the universe of discourse of each fuzzy variable is the task of the designer and the most natural solution is to adopt the universe of discourse so that it matches the physical boundaries of the variable. If the variable is not of a physical origin, one of the standard universes of discourse is adopted or an abstract universe of discourse is defined (Božanić & Pamučar, 2010; Pamučar et al., 2011b).

In addition to the universe of discourse, the triangular fuzzy number, in our case fuzzy time, is characterized by the degree of conviction. The concept based on which the fuzzy number is expressed using universe of discourse and corresponding degrees of conviction is suggested by Kaufmann and Gupta (1985). Figure 3 shows the fuzzy number \( \bar{A} \). The universe of discourse which corresponds to the degree of conviction \( \alpha \) is marked as \([\alpha_i^\alpha, \alpha_i^\alpha]\).

2.2. The methodological basis of AHP

The analytic hierarchy process belongs to the class of methods for soft optimization. Basically, this is a specific tool for the analysis of hierarchically arranged elements of decision making. AHP method performs the previous analysis and decomposition of the evaluation problem in pairs of hierarchy elements (goals, criteria and alternatives), mostly in the "top-down" direction, and although it may be reversed or combined. At the end, all evaluations are sintetized and according to the established mathematical model they determine weighted values of the hierarchy elements. Since the sum of the weighed values of the elements at each hierarchy level is 1, the decision maker can rank all elements of decision making in the horizontal and vertical sense.

AHP allows interactive analysis of the
sensitivity of the evaluation process at the final ranks of the hierarchy of elements. Additional feature of the method is that during the evaluation of elements of the hierarchy, until the end of the synthesis procedure and the results, the consistency of decision maker reasoning can be verified in order to monitor the correctness of the obtained weight values and rankings of alternatives and criteria.

Methodologically speaking, AHP is a technique based on the decomposition of a complex problem into a hierarchy where the goal is at the top of the hierarchy, and the criteria, subcriteria and alternatives are at lower levels. As an illustration, figure 4 shows the hierarchy consisting of the goal, eight criteria and four alternatives. The hierarchy does not have to be complete, eg. an element at some level does not have to be a criterion for all elements in the sub-level, so that the hierarchy can be divided into subhierarchies, whose only common element is at the top of the hierarchy.

AHP is a flexible method that allows complex problems with many criteria and alternatives to relatively easily find a relationship between the influencing factors, recognize their relative influence and importance in practical applications and determine the dominance of one factor over another. The method anticipates the fact that even the most complex problem can be broken down into a hierarchy. AHP holds all parts of the hierarchy in an order, so that it is easy to see how changes of one factor affect the other factors. In essence, the method does not insist on the differences between quantitative and / or qualitative criteria, or possible differences in the matrix of quantitative criteria.

In addition to the hierarchical structuring of the problem, the AHP methodology differs from other multicriteria methods because it performs comparison in pairs of elements E1, E2, ..., En at a given level of hierarchy in relation to the elements at a higher level. Each element at the higher level needs n(n-1)/2 comparisons of semantic or numeric type as defined by Saaty's scale in table 1.

Table 1. Saaty's scale for comparison in pairs

<table>
<thead>
<tr>
<th>Standard values</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Equal significance</td>
</tr>
<tr>
<td>3</td>
<td>Low dominance</td>
</tr>
<tr>
<td>5</td>
<td>High dominance</td>
</tr>
<tr>
<td>7</td>
<td>Highly dominance</td>
</tr>
<tr>
<td>9</td>
<td>Absolut dominance</td>
</tr>
<tr>
<td>2, 4, 6, 8</td>
<td>Average values</td>
</tr>
</tbody>
</table>

Looking from the top of the hierarchy, the goal is at the top and it does not compare
with any of the other elements. At the level 1 there are the criteria which are compared in pairs, each to each, with respect to the immediate parent element at a higher level (the goal here is at the zero level). The procedure is applied by going down through the hierarchy, until at the last level $k$ there are not performed comparisons of all alternatives with respect to the parent sub-sub-... sub-criteria at the penultimate ($k-1$) level, figure 5.

![Figure 5. The general hierarchical model in AHP](image)

The main problem with the comparisons in pairs is how to quantify the linguistically formulated selections - the phrases. In most methods that use comparisons it is achieved by using the appropriate numerical values, usually expressed by fractions with whole numbers. When by comparison one wants to express the similarity, rather than the relative ratio, instead of fractions there can be used differences of integers (Triantaphyllou & Lin, 1996). In developing the scale of evaluation, there are two approaches: linear (Saaty, 1990) and exponential (Lootsma, 1988; Boender et al., 1989; Lootsma et al., 1990). Both approaches are based on certain theories from the field of psychology, and here only the first one is of interest which by far dominates in the application.

It is believed that people are generally not able to conduct selections if they have the infinite set of possibilities, for example, one finds it difficult to distinguish values such as 5.00 and 5.09. Since the psychological experiments have shown that one can not simultaneously compare more than seven objects (plus or minus 2) (Miller, 1956), Saaty defined the scale that has the highest value 9, the lowest value 1 and the difference between the notches 1. Saaty scale is generally considered a standard for AHP, and it is used for comparison in pairs. According to this scale, which will be called for easy identification Scale 1, the available values for the comparison in pairs are the elements of a discrete set of 17 values.

\[
\text{Scale 1} = \text{Saaty's scale} = \{9, 8, 7, 6, 5, 4, 3, 2, 1, 1/2, 1/3, 1/4, 1/5, 1/6, 1/7, 1/8, 1/9\}. 
\]

Elements symmetric with respect to 1 are reciprocal. Values from Scale 1 can be grouped into two intervals: $[1, 9]$ and $[1/9, 1]$. As shown above, the values in the interval $[1, 9]$ are uniformly distributed, while the values in the interval $[1/9, 1]$ are grouped on the right side of the interval. There is no good reason that for the defined scale in the interval $[1, 9]$ the values are properly distributed. An alternative could be that the values in the interval $[1/9, 1]$ are properly distributed, and that other values are their
reciprocal values. Ma and Zeng (1991) have suggested the scale of this kind (Scale 2).

Scale 2 = Ma and Zeng’s scale = \{9, 9/2, 9/3, 9/4, 9/5, 9/6, 9/7, 9/8, 9/9, 6/9, 5/9, 4/9, 3/9, 2/9, 1/9\}.

In the interval \([1/9, 1]\), the interval between successive values is \((1-1/9)/8 = 1/9\), so that the values are properly distributed. The values in the interval \([1, 9]\) are the reciprocal values from the interval \([1/9, 1]\).

Similar to Scale 2 the other, for example weighing values from the previous scales may be defined. For the interval \([1/9, 1]\) values can be computed using the formula:

\[ NV = V \text{ (Scale1)} + [V \text{ (Scale 2)} - V \text{ (Scale 1)}] \frac{\alpha}{100} \tag{6} \]

where labels NV and V mean the new value and value, respectively, a parameter \(\alpha\) may vary from 0 to 100. The values in the interval \([1, 9]\) are reciprocal values for the values calculated by the top form. For \(\alpha = 0\) is obtained Scale 1, and for \(\alpha = 100\) is obtained the Scale 2.

Previous analyzes have shown that does not exist a scale that is the most applicable for all situations, nor it can be said that there is the non-applicable scale (Triantaphyllou et al., 1998).

The Saaty’s scale from table 1 is dominant in applications even though it has certain disadvantages. One of the disadvantages is that the half of the scale is linear, and the other half is non-linear. This means that when a decision maker or analyst performs comparisons in pairs, based on semantic preferences from the right column (table 1) or by direct association, a number of values in the left column are put in the square matrix of comparisons.

\[ A = \{a_{ij}\} \in \mathbb{R}^{nxn} \tag{7} \]

As is true \(a_{ji} = 1/a_{ij}\) and \(a_{ii} = 1\) for each \(i, j = 1, 2, ..., n\), the matrix \(A\) is positive, balanced and reciprocal. The essential information about preferences of elements \(E_1, E_2, ..., E_n\) can be found only in the upper triangle of the matrix, but all the procedures for its further analysis use the reciprocal values of the lower triangle.

The main disadvantage of such approaches is the "non-flexible" definition of the intensity of the importance of linguistic expressions, which can be solved by the fuzzification of linguistic expressions. The fuzzification of Saaty's scale is described in many papers (Chang, 1981; Boender et al., 1989; Chen, 1997; Zhu et al., 1999; Arslan & Khisty, 2006; Devetak & Terzić, 2011; Pamućar et al., 2011c, 2012, 2015; Božanić et al., 2013).

Common to all these approaches is "sharp" fuzzification of linguistic expressions in the Saaty's scale which are presented whit triangular fuzzy numbers. By the "sharp" fuzzification we mean that for the fuzzy number \(T = (t_1, t_2, t_3)\) the universe of discourse is determined ahead i.e. it is defined ahead that the value of the fuzzy number will not be greater than \(t_3\) or less than \(t_1\). In other words, we are confident that the value of linguistic expressions belongs to a closed interval \([t_1, t_3]\).

In the papers (Pamučar et al., 2011c, 2012, 2015; Božanić et al., 2011, 2013), the modification-Saaty's scale was used, and it was also used in this study. During Fuzzification of the Saaty's scale, triangular fuzzy numbers were used. Unlike the previously mentioned papers in which the
The process of the Fuzzification of the AHP/ANP methods was described, the degree of uncertainty of the decision-makers has been taken into account in the model applied in this paper. In this way, after the application of AHP/ANP method, the values of criterion functions for each of the considered alternatives which corresponds to the value determined by the degree of certainty are obtained. Advantages of the scale fuzzyficated in this way are abilities to generate different criteria functions for different values of the degree of certainty.

The model presented in this study takes into account the degree of uncertainty marked with the parameter $\beta$. In doing so, the value of $\beta = 0$ describes the maximum possible uncertainty, while the value of $\beta = 1$ corresponds to a situation where we know with absolute certainty what linguistic expression corresponds to a given comparison of the optimality criterion. The value of the parameter $\beta$ can be any number in the interval $[0,1]$. Using the described procedure the fuzzification of Saaty's scale was performed as shown in table 1.

In this way, for the set value of parameter $\beta$, we choose lower and upper limit of the universe of discourse fuzzy number randomly, so that they are within the limits defined by the following expression:

$$T = (t_0, t_1, t_2, t_3) = \begin{cases} 
  t_0 = t_2, & t_0 \leq t_2, \quad t_0, t_2 \in [1/9,9] \\
  t_1 = (2-\beta)t_2, & t_1 \leq t_2, \quad t_1, t_2 \in [1/9,9] 
\end{cases} \quad (8)$$

where the value $t_2$ is the value of linguistic expression where membership function has the maximum value, i.e. $t_2 = 1$.

After fuzzification of the Saaty's scale, table 2., the process of implementation of AHP method is the same as in the classical AHP method.

A detailed description of the phases of AHP method is shown in the literature (Lootsma, 1988; Kujačić, 2001). Defuzzification of fuzzy numbers is done using the method of Centre of gravity according to the expression:

### Table 2. Fuzzy Saaty's scale for comparison in pairs

<table>
<thead>
<tr>
<th>Definition</th>
<th>Fuzzy number</th>
<th>Inverse fuzzy number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal significance</td>
<td>(1, 1, 1) If the comparison is with itself, $(t_0, x, t_2)$ in other cases</td>
<td>$(1/(2-\beta),1/x,1/\beta)$ in other cases</td>
</tr>
<tr>
<td>Low dominance</td>
<td>$(t_1, 3, t_2)$</td>
<td>$(1/t_2, 1/3, 1/t_1)$</td>
</tr>
<tr>
<td>High dominance</td>
<td>$(t_1, 5, t_2)$</td>
<td>$(1/t_2, 1/5, 1/t_1)$</td>
</tr>
<tr>
<td>Highly dominance</td>
<td>$(t_1, 7, t_2)$</td>
<td>$(1/t_2, 1/7, 1/t_1)$</td>
</tr>
<tr>
<td>Absolute dominance</td>
<td>$(t_1, 9, t_2)$</td>
<td>$(1/t_2, 1/9, 1/t_1)$</td>
</tr>
<tr>
<td>Medium values</td>
<td>$(t_1, x, t_2)$, $x = 2, 4, 6, 8$</td>
<td>$(1/t_2, 1/x, 1/t_1)$</td>
</tr>
</tbody>
</table>


In this way, after the application of AHP method, the values of criteria functions for each of the studied alternatives are given. The obtained values of criteria functions correspond to a certain parameter value $\beta$. For different values of parameter $\beta$ it is possible to generate different sets of values of criteria functions. In the paper there will be generated five sets of values of criteria functions for three different values of the parameter $\beta$, $\beta = 0$, $\beta = 0.5$ and $\beta = 1$. Thus, for the different degrees of conviction of a decision maker we get different appearance of the scale.

2.3. Consistency of matrices in fuzzy AHP method

Fuzzy AHP makes it possible to identify and analyze inconsistency of decision maker in the process of reasoning and evaluation of the hierarchy elements. One is rarely consistent in estimating the values or the relationship of quantitative and qualitative elements in the hierarchy. Fuzzy AHP in a certain way recognizes this fact in the way it has an approximate mechanism for measuring the consistency which is based on certain premises and simple matrix operations.

When one had the ability to accurately determine the values of weight coefficients of all elements which are mutually comparable at a given level of hierarchy, the values of the matrix itself would be completely consistent. However, if it is claimed that A is much more important than B, B a little bit more important than C, C a little bit more important than A, that results in inconsistency in solving problems and in reducing the reliability of results. The general view is that redundancy of comparisons in pairs makes AHP the method that is not too sensitive to errors in reasoning. It also provides the ability to measure errors in reasoning by calculating an index of consistency for the resulting matrix of comparisons, and then calculates the degree of consistency.

In order to calculate the degree of consistency, we should first calculate the index of consistency according to the relation:

$$CI = \frac{\lambda_{\text{max}} - n}{n - 1}$$  \hspace{3cm} (10)

where the $\lambda_{\text{max}}$ is a maximum net value of the comparison matrix. The $\lambda_{\text{max}}$ closer to the number $n$, the inconsistency is smaller.

In order to calculate $\lambda_{\text{max}}$, first the matrix of comparisons should be multiplied with the vector of weight coefficients to determine the vector $b$.

$$\begin{bmatrix} a_{11} & a_{12} & \cdots & a_{1n} \\ a_{21} & a_{22} & \cdots & a_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{n1} & a_{n2} & \cdots & a_{nn} \end{bmatrix} \begin{bmatrix} w_1 \\ w_2 \\ \vdots \\ w_n \end{bmatrix} = \begin{bmatrix} b_1 \\ b_2 \\ \vdots \\ b_n \end{bmatrix}$$ \hspace{3cm} (11)

Dividing the corresponding elements of vector $b$ and $w$ if is obtained $\lambda_{\text{max}}$.

$$\begin{bmatrix} b_1/w_1 \\ b_2/w_2 \\ \vdots \\ b_n/w_n \end{bmatrix} = \begin{bmatrix} \lambda_1 \\ \lambda_2 \\ \vdots \\ \lambda_n \end{bmatrix} \Rightarrow \lambda_{\text{max}} = \frac{1}{n} \sum_{i=1}^{n} \lambda_i$$ \hspace{3cm} (12)

The degree of consistency (CR) is the
ratio of consistency index ($CI$) and random index ($RI$).

$$CR = \frac{CI}{RI} \quad (13)$$

Random index ($RI$) depends on the order of the matrix, and it is taken from table 3 where the first row is the row of matrix of comparison, and the second row is the row of random indexes (Saaty, 1980; Peneva & Popchev, 1998).

Table 3. Random index

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0.58</td>
<td>0.9</td>
<td>1.12</td>
<td>1.24</td>
<td>1.32</td>
<td>1.41</td>
<td>1.45</td>
<td>1.49</td>
<td>1.51</td>
<td>1.48</td>
<td>1.56</td>
<td>1.57</td>
<td>1.59</td>
</tr>
</tbody>
</table>

If the degree of consistency ($CR$) is less than 0.10, the result is sufficiently accurate and there is no need for adjustments in the comparisons and repeating the calculation. If the degree of consistency is greater than this value, one should determine the reasons for inconsistency, remove them by partial repetition of the comparison in pairs, and if repeated procedure in several steps doesn't lead to a reduction of the degree of consistency to tolerable limits, all results should be discarded and the whole process should be repeated from the very start.

3. RESULTS AND DISCUSSIONS

3.1. Defining criteria for selection of action directions of GAH

Those who make a decision are sometimes in a situation to consider only one location, and then decision-making is reduced to accepting or rejecting the location. However, they are often in a situation to rank a number of proposed locations and conclude which one is the best to be chosen. Ranking locations is performed by evaluation of each location with the aim of selecting the best out of the set of proposed options, in relation to the importance of the chosen criteria. If there is a possibility of changes, the number of options is larger, thus the optimization of selection is more complex (Pamučar et al., 2011a, 2011b).

Collecting data on the possible actions directions of GAH is done by reconnaissance. Based on the acquired data, the selection of direction on which GAH will act is performed. The first following step in deciding is to formulate alternatives, then the ranking is performed - evaluation and rejection of those solutions that do not meet the defined criteria.

Using Delphy method, data collection and selection of criteria by which the selection of GAH routes of action is performed, are carried out (Božanić et al., 2011).

The first criterion ($K_1$) are "estimates related to the penetration of an opponent in a certain direction." Consideration of this criterion is done through two sub-criteria. The first sub-criterion is "the probability of penetration of an opponent in a certain direction" ($K_{11}$). Through the assessment of this sub-criterion we take into account whether it is a less protected direction, then the direction where is organized less antitank defence in the interstices, exposed side, the
area adequate for performance of an air assault and the like. The second sub-criterion is the "impact that can be expressed over our units in the case of penetration of the enemy on the line" (K\(_{12}\)). Defining this sub-criterion includes consideration of the impact that any penetration of the enemy in that direction would have to the further outcome and course of operations (impact on the engagement of forces from the reserve, as well as other elements of the fighting schedule, estimates of our losses due to the such actions of the enemy, etc.), as well as to the action of GAH.

The second criterion (K\(_2\)) is the "impact that is achieved toward the opponents by closing a given direction." The first of two sub-criteria defining this criterion is the "degree of possibility of slowing the pace of opponents attack" (K\(_{21}\)), where would be evaluated the extent to which the activities of GAH could possibly slow the pace of attacking of an opponent in a given direction. Through the second sub-criterion, "possible losses of opponents in personnel and material technical means" (K\(_{22}\)), it is estimated the possible losses of an opponent which would follow as a consequence of the activities of GAH.

By the third criterion (K\(_3\)) are estimated "characteristics of directions". They are assessed through four sub-criteria. The first (K\(_{31}\)) is the "influence of soil properties on the organization of hindering." Very often the location where the operation is performed has a large impact on the manner of their execution. In this case, it may play an important role, and therefore it is estimated the way the land affects the operations of GAH. On spatial dimensions it will depend how many lines of hindering on a given direction will be organized, then if there is any possibility to avoid minefields, how effectively it is possible to set fire to protect the mine fields and other soil parameters that can affect the organization of hindering. The second sub-criterion (K\(_{32}\)) "time needed to prepare the hindering line on the direction" means a self-assessment of number and size of the minefields that would effectively shut the given direction, soil and other soil parameters that affect the speed of hindering line preparation. Through the third sub-criterion (K\(_{33}\)) "time needed for taking the direction and executing the hindering" it would be estimated how quickly the GAH can get to the direction of hindering and hindering at particular direction in relation to the location of the initial position. The last sub-criterion (K\(_{34}\)) is the estimation of "negative influences of the direction hindering on the subsequent actions of our units." Within this sub-criterion it is estimated whether and to what extent the hindering of a certain direction can influence the subsequent actions of our units. Here we should consider the wider aspects such as the concept of the operation itself and possible assignments of units on the direction.

Mutual comparison of the two elements of the hierarchy (models) was performed using Saaty’s scale and it is presented in Tables 4 to 7.

### Table 4. The first level of criteria → first level of criteria

<table>
<thead>
<tr>
<th></th>
<th>K(_1)</th>
<th>K(_2)</th>
<th>K(_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K(_1)</td>
<td>-</td>
<td>(\frac{3}{4})</td>
<td>4</td>
</tr>
<tr>
<td>K(_2)</td>
<td>(\frac{3}{4})</td>
<td>-</td>
<td>(\frac{3}{4})</td>
</tr>
<tr>
<td>K(_3)</td>
<td>(\frac{4}{3})</td>
<td>(\frac{3}{4})</td>
<td>-</td>
</tr>
</tbody>
</table>

I.R = 0.00
3.2. Analysis, synthesis and ranking of alternatives

In order to define the relative importance of criteria $K_1 - K_3$ their comparison is done in pairs, according to the linguistic expressions which are given in Saaty's fuzzy scale (Table 2). Linguistic expressions that are used for comparison of criteria form the matrix $A$.

$$A = \begin{bmatrix}
K_1 & K_2 & K_3 \\
\frac{1}{3} & \frac{3}{4} & \frac{4}{5} \\
\frac{5}{4} & \frac{1}{3} & \frac{3}{5} \\
\frac{4}{3} & \frac{3}{4} & \frac{1}{4}
\end{bmatrix}$$

All elements of the matrix are fuzzy numbers from Table 2. The elements that are on the main diagonal represent the fuzzy number $(1,1,1)$, while the matrix elements which are below the main diagonal are the reciprocal values of elements below the main diagonal.

In the next part of the paper a procedure of calculating the elements of AHP method (criteria and subcriteria and criteria function) will be presented for the degree of conviction of a decision maker $\beta = 0.5$. For other values of the degree of conviction of decision makers there will be presented the final values of criteria functions for the given alternatives.

The weight vector $w$ of each of the criteria of the matrix $A$ is the sum of linguistic expressions that describe the criteria in the same row of the matrix $A$, which is divided by the sum of all the linguistic expressions that describe the criteria of the matrix $A$.

$$w_1 = \frac{\frac{1}{3} + \frac{3}{4} + \frac{4}{5}}{1 + \frac{3}{4} + \frac{4}{5} + \frac{1}{3} + \frac{3}{5} + \frac{4}{3} + \frac{3}{4} + \frac{1}{4}} = (0.101, 0.359, 0.985)$$
In the next step, by using fuzzy comparisons in pairs, there are formed matrices of comparing the sub-criteria and there are defined the weights coefficients for each of the given sub-criteria.

Using fuzzy arithmetic and expressions:

\[
A_{k_i} = \left[ \begin{array}{ccc} 1 & \tilde{2} & \tilde{2} \\ \tilde{2}^{-1} & \tilde{1} & \tilde{1} \end{array} \right] \quad \Rightarrow \quad w_{A_{k_i}} = \left[ \begin{array}{c} w_{A_{1i}} \\ w_{A_{2i}} \end{array} \right] = \left[ \begin{array}{c} (0.073,0.226,0.662) \\ (0.030,0.104,0.294) \end{array} \right]
\]

\[
A_{k_2} = \left[ \begin{array}{ccc} 1 & \tilde{3} & \tilde{3} \\ \tilde{3}^{-1} & \tilde{1} & \tilde{1} \end{array} \right] \quad \Rightarrow \quad w_{A_{k_2}} = \left[ \begin{array}{c} w_{A_{21}} \\ w_{A_{22}} \end{array} \right] = \left[ \begin{array}{c} (0.153,0.474,1.165) \\ (0.085,0.261,0.728) \end{array} \right]
\]

\[
A_{k_3} = \left[ \begin{array}{ccc} 1 & \tilde{1} & \tilde{2}^{-1} \\ \tilde{2}^{-1} & \tilde{3} & \tilde{3}^{-1} \\ \tilde{3}^{-1} & \tilde{1} & \tilde{1} \end{array} \right] \quad \Rightarrow \quad w_{A_{k_3}} = \left[ \begin{array}{c} w_{A_{31}} \\ w_{A_{32}} \\ w_{A_{33}} \\ w_{A_{34}} \end{array} \right] = \left[ \begin{array}{c} (0.130,0.408,1.037) \\ (0.032,0.061,0.231) \\ (0.116,0.315,0.807) \\ (0.099,0.216,0.576) \end{array} \right]
\]

Using fuzzy arithmetic and expressions:

\[w_j = \left( \frac{1}{\sum_{i=1}^{l} d_{ij}^{(k_j)}} \cdot \sum_{i=1}^{l} \sum_{j=1}^{l} d_{ij}^{(k_j)} \right)^{-1}\]

\[w_{j}, j = 1,\ldots,M, p = 1,\ldots,k_j\]  \hspace{1cm} (14)

where \(w_j\) is an aggregation of weight vector for sub-criterion.

Using the above expression we get the

\[
w'_{K_1} = w_1 \cdot w_{K_1} = \left[ \begin{array}{c} w_1 \\ w_{K_1} \end{array} \right] = \left[ \begin{array}{c} (0.101,0.359,0.985) \\ (0.090,0.265,0.728) \\ (0.025,0.052,0.214) \end{array} \right]
\]

\[
\left(0.007,0.081,0.652\right)
\]

\[
\left(0.003,0.037,0.289\right)
\]

\[
w'_{K_2} = w_2 \cdot w_{K_2} = \left[ \begin{array}{c} w_2 \\ w_{K_2} \end{array} \right] = \left[ \begin{array}{c} (0.090,0.265,0.728) \\ (0.090,0.265,0.728) \\ (0.090,0.265,0.728) \end{array} \right]
\]

\[
\left(0.014,0.126,0.848\right)
\]

\[
\left(0.008,0.069,0.531\right)
\]
After completing the calculation of weight coefficients of criteria and subcriteria we get the final values of criteria functions for each of the studied alternatives.

\[
\begin{align*}
W_{k} & = w_{3} \cdot W_{k3} = \\
& = \begin{bmatrix}
w_{3} \\
w_{k31} \\
w_{k32} \\
w_{k33} \\
w_{k34} \\
w_{3}
\end{bmatrix} \cdot \\
& = \begin{bmatrix}
(0.025, 0.052, 0.214) & (0.130, 0.408, 1.037) \\
(0.025, 0.052, 0.214) & (0.032, 0.061, 0.231) \\
(0.025, 0.052, 0.214) & (0.116, 0.315, 0.807) \\
(0.025, 0.052, 0.214) & (0.099, 0.216, 0.576)
\end{bmatrix}
\end{align*}
\]

To test the above model there were used illustrative data that describe the four possible directions of action of the additional hindering group. Characteristics of selected sites are described through the previously defined criteria.

In Table 8 it is shown the final ranking of the alternatives obtained by using fuzzy AHP method. Calculation of the elements in the table 8 was performed by using the expression (15).

\[
F = \begin{bmatrix}
F_1 \\
F_2 \\
F_3 \\
F_4
\end{bmatrix} = \begin{bmatrix}
(0.103, 0.206, 0.309) \\
(0.131, 0.263, 0.396) \\
(0.097, 0.193, 0.289) \\
(0.116, 0.231, 0.347)
\end{bmatrix}
\]

To test the above model there were used illustrative data that describe the four possible directions of action of the additional hindering group. Characteristics of selected sites are described through the previously defined criteria.

In Table 8 it is shown the final ranking of the alternatives obtained by using fuzzy AHP method. Calculation of the elements in the table 8 was performed by using the expression (15).

\[
I_{\lambda}^j (A) = [\lambda a_{3} + a_{2} + (1 - \lambda) a_{1}] \cdot 2^{-1}, \ \lambda \in [0,1]
\]

In (15), \( \lambda \) represents an optimism index which expresses the decision maker’s attitude towards risk. A larger value of \( \lambda \) indicates a higher degree of optimism. In practical applications, values 0, 0.5 and 1 are used respectively to represent the pessimistic, moderate and optimistic views of the decision maker. For given fuzzy numbers \( A \) and \( B \) it is said that if \( I_{\lambda}^j (A) < I_{\lambda}^j (B) \), then \( A < B \); if \( I_{\lambda}^j (A) = I_{\lambda}^j (B) \) then \( A = B \); and if \( I_{\lambda}^j (A) > I_{\lambda}^j (B) \), then \( A > B \).

4. CONCLUSION

Fuzzification of AHP method leads to the conclusion that the values of the criteria functions change depending on the degree of conviction of the decision maker. Thus, with increasing the degree of conviction, the value of weighting coefficient of the observed criterion increases, while with reducing of the degree of conviction the value of weighting coefficient decreases.

By applying the method modified this way to the example of the choice of direction of GAH action it is led to the conclusion that the developed approach enables an optimal
choice from a set of offered alternatives, so that the fuzzy AHP can be successfully used in the formulation of strategy of decision making process in this case. The presented model greatly reduces the stress of decision maker, but also allows people who have less experience to make optimal decisions.

The method concepted this way could be used in other examples of decision making especially when it comes to decision making where there are different degrees of conviction of decision makers.
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